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Outline

§ Part 1: Introduc-on of LLM-powered Agents

§ Part 2: LLM-powered Agents with Tool Learning

§ Part 3: LLM-powered Agents in Social Network

§ Part 4: LLM-powered Agents in Recommenda-on

§ Part 5: LLM-powered Conversa-onal Agents

§ Part 6: Open Challenges and Beyond



SMU Classification: RestrictedSignificant Gap Between LLMs and Recommender
Systems (RecSys)

Ø Significant gap between large language models (LLMs) and recommender systems 
(RecSys).

LLMs RecSys
Scope Language modelling User behaviour modelling

Data Rich world text-based sources Sparse user-item interactions

Tokens A chunk of text (Ten thousand 
level)

Items (Billion level)

Characteristics General model;

Open-world knowledge;

High complexity and long 
inference time;

Leveraging collaborative signals;

Lack of cross-domain adaptability;

Struggle with cold-start problem; 

Limited intention understanding;

How to bridge this gap?
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Systems (RecSys)

Ø Significant gap between large language models (LLMs) and recommender systems 
(RecSys).

How to bridge this gap?

User RecSys Recommendation
knowledge

User
Behavior Rec-specific

knowledge
Recommend

Items

§ Two critical components in RecSys:
• Understanding user’s behavior/preference
• Acquiring recommendation-specific knowledge

Agent

sensing

ActionReasoning

Common Sense

Books Media

Cognition

Logic Memory

Plan and Schedule

Plan Time

§ Align recommendation space with language space.
• User behavior alignment
• Recommendation knowledge alignment
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LLM-powered Agents in Recommendation

Agent RecSys

User-Behavior Alignment

Recommendation 
knowledge alignment

• LLM-powered Agents have poten3als to solve long-standing problems in recommenda3on
• Can an LLM-powered Agent faithfully simulate users?
• Can an LLM-powered Agent be a be;er recommender with recommenda=on-specific

knowledge?
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Agent4Rec

An Zhang et al. On Generative Agents in Recommendation. SIGIR 2024.

Agents as Users q Agent4Rec: Agent-driven user behavior simula3on

§ Key Points:
• Can LLM-powered Agent generate faithful user behaviors?

Diversity

Unique Tastes

ConformityActivity

User ProfileMovie Profile

Movie Summary

Agent

Next / Exit

Real Data

Memory
Writing

Memory
Retrieval

PopularityQuality

Action Module

Profile ModulePage-by-Page Recommendation

Iron Man (2008)
Quality: 3.82 Popularity: 261 views
Summary: Billionaire engineer Tony 
Stark creates a unique weaponized 
suit of armor to fight evil.

Spider-Man: Into the Spider-Verse 
(2018)
Quality: 4.19 Popularity: 174 views
Summary: Miles Morales gains 
superpowers after being bitten by 
a spider and becomes the unique 
Spider-Man.

...

Satisfaction Generation

View & Rate & ResponseMF

LightGCN

MultVAE

MF

LightGCN

MultVAE

Exit

Recommendation
Algorithm

Next Page

Memory Module
Factual Memory

Emotional Memory

Feeling
Interview

Exit

• User Profile: 1,000 LLM-empowered 
genera=ve agents ini=alized with real data in 
various dataset and augmented by ChatGPT.

• Item Profile: Sta=s=cal informa=on in dataset 
and generated summary.
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Agent4Rec

Diversity

Unique Tastes

ConformityActivity

User ProfileMovie Profile

Movie Summary

Agent

Next / Exit

Real Data

Memory
Writing

Memory
Retrieval

PopularityQuality

Action Module

Profile ModulePage-by-Page Recommendation

Iron Man (2008)
Quality: 3.82 Popularity: 261 views
Summary: Billionaire engineer Tony 
Stark creates a unique weaponized 
suit of armor to fight evil.

Spider-Man: Into the Spider-Verse 
(2018)
Quality: 4.19 Popularity: 174 views
Summary: Miles Morales gains 
superpowers after being bitten by 
a spider and becomes the unique 
Spider-Man.

...

Satisfaction Generation

View & Rate & ResponseMF

LightGCN

MultVAE

MF

LightGCN

MultVAE

Exit

Recommendation
Algorithm

Next Page

Memory Module
Factual Memory

Emotional Memory

Feeling
Interview

Exit

• Recommendation environment: Agent4Rec
conducts personalized recommendations in a 
page-by-page manner and pre-implements
various recommendation algorithms.

• Agents as users: 1,000 LLM-empowered 
generative agents initialized from the real 
dataset.

• Memory and ac3on modules enable agents 
to recall past interests and plan future 
ac=ons (watch, rate, evaluate, exit, and 
interview).

§ Key Points:
• Can LLM-powered Agent generate faithful user behaviors?

An Zhang et al. On Generative Agents in Recommendation. SIGIR 2024.

Agents as Users q Agent4Rec: Agent-driven user behavior simulation
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Agent4Rec

§ Key Observations:
• Agents are capable of preserving the user’s social attributes and preference.

• By u=lizing ICA-based LiNGAM to analyse the results, we are 
able to discover Causal Rela3ons among movie quality, movie 
ra=ng, movie popularity, exposure rate, and view number.

§ Offer a simula3on plaJorm to test and fine-tune recommender 
models.

• Incorpora=ng agents’ ra=ng as augmented data can enhance the recommender’s performance.

LLM-powered agents are able to generate faithful behaviors.

An Zhang et al. On Generative Agents in Recommendation. SIGIR 2024.
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UGen

§ Key Points :
• Can LLM-powered Agents generated behaviors benefit the 

recommender?
• Coopera=ng updated Agent4Rec framework with finetuning GPT-

3.5-turbo as a warmup, agents can accurately select their 
interested items among candidate set.

• Conduct extensive experiments 
on three dataset from different 
domains (movie, book, game).

Agents as Users

• Agents have poten=als to 
replace discrimina=ve learning 
with genera=ve learning 
paradigms for user modeling in 
recommenda=on.
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UGen

§ Key Observa3ons:
• Agents are capable of providing effec=ve behaviors, especially in scenarios with sparse data.

Behaviors generated by LLM-powered agents can benefit recommenders.
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Agents as Users & Items q AgentCF: text-based collaborative learning

§ Key Points:
• Can LLM-powered Agent simulate collabora=ve signals/user-item interac=ons?

User Agent

𝑢
“I enjoy listening to CDs.”

Short-term Memory

Long-term Memory

……

🤔

🤖𝑖

Item Agent

“The CD is classic rock…”

Short-term Memory

𝑢!	🤔

🤖𝑖"	

❤

🤖𝑖#	

✖

…

…

…

Real user 
preferred

𝑢!	🤔

🤖𝑖"	 🤖𝑖#	

✖

User Agent 
preferred

Collaborative
Reflection

Inconsistent!

❤

Junjie Zhang et al. AgentCF: Collaborative Learning with Autonomous Language Agents for Recommender Systems. WWW 2024.
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Agents as Users & Items q AgentCF: text-based collabora3ve learning

§ Key Points:
• Can LLM-powered Agent simulate collaborative signals/user-item interactions?

AgentCF

🤖 🤖

Autonomous 
Interac9on

Collabora9ve
Reflec9on

Language
Feedback

𝑀!! 𝑀!"

BoughtReal World:

❤

Tradi'onal Recommender

Grad. based Op9miza9on

🤔

𝑀"

Pull ✖

❤ ✖

• Key idea: Parameter-free text-based collabora=ve optimization.

𝑢!	🤖

🤖

🤖

🤖

🤖
𝑢$	

𝑖!	

𝑖$

𝑖%	

𝑡# 𝑡# → 𝑡$

𝑢!	🤖

🤖

🤖

🤖

🤖
𝑢$	

𝑖!	

𝑖$	

𝑖%	
aggregaBon

𝑖%	

𝑡# → 𝑡$

𝑢!	🤖

🤖

🤖

🤖

🤖
𝑢$	

𝑖!	

𝑖$	

→ 𝑡%

propagaBon

𝑡# → 𝑡$

𝑢!	

🤖

🤖

🤖
𝑢$	

𝑖!	

𝑖%	

→ 𝑡%→ 𝑡&

🤖

𝑖$	🤖

CollaboraBve
opBmizaBon

Junjie Zhang et al. AgentCF: Collaborative Learning with Autonomous Language Agents for Recommender Systems. WWW 2024.
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§ Key Observa3ons:
• Agents are capable of simula=ng user-item interac=ons.

Agents can faithfully simulate user-item interactions.
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LLM-powered Agents in Recommendation

Agent RecSys

User-Behavior Alignment

Recommendation 
knowledge alignment

• LLM-empowered have potentials to solve long-standing problems in recommendation
• Can an LLM-powered Agent faithfully simulate users?

o Agent4Rec, UGen, AgentCF, RecAgent
• Can an LLM-powered Agent be a better recommender with recommendation-specific

knowledge?
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Agent as Recommender q ToolRec: Tool-enhanced LLM-based recommender

§ Key Points:
• Can Agents U=lize External Tools to Enhance Recommenda=ons?

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered Recommendation via Tool Learning. SIGIR 2024.

Key Idea:
• Use LLMs to understand current contexts and 

preferences, and apply attribute-oriented tools to find 
suitable items.

Two stages:
• Learning Preferences: LLM-based surrogate user learns user 

preferences and makes decisions
• Exploration of Items: uses attribute-oriented tools to explore 

a wide range of items

v Process finishes when the LLM-based surrogate user is 
satisfied with the item list



SMU Classifica,on: RestrictedAgent as Recommender
ToolRec

Agent as Recommender q ToolRec: Tool-enhanced LLM-based recommender

§ Key Points:
• Can Agents U=lize External Tools to Enhance Recommenda=ons?

• LLMs as the central controller, simulating 
the user decision.

• Attribute-oriented Tools: rank tools & 
retrieval tools.

• Memory strategy can ensure the 
correctness of generated items and 
cataloging candidate items.

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered Recommendation via Tool Learning. SIGIR 2024.
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ToolRec

§ Key Observa3ons:
• Benefi=ng from rank tools and retrieval tools, ToolRec excels on the ML-1M and Amazon-Book datasets 

compared to baseline recommenders, demonstra=ng that it can be;er align with the users’ intent. 

• ToolRec shows subpar performance on the Yelp2018 dataset - local 
(niche) businesses.

• Most processes conclude in three or four rounds, indicating that the 
LLM can understand user preferences after a few iterations.

Agents Utilizing External Tools can Enhance Recommendations.

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered Recommendation via Tool Learning. SIGIR 2024.
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Agent as Recommender q InteRecAgent: Interactive Recommender.

§ Key Points:
• Agents can create a versatile and interactive recommender system.

Xu Huang et al. Recommender AI Agent: Integrating Large Language Models for Interactive Recommendations. Arxiv 2023..

• InteRecAgent enables traditional recommender systems, such as those ID-based matrix factorization 
models, to become interactive systems with a natural language interface.
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Agent as Recommender q RecMind: Recommender agent with Self-Inspiring planning
ability

§ Key Points:
• Can Agents with self-inspiring planning Enhance Recommendations?

Yancheng Wang et al. "RecMind: Large Language Model Powered Agent For Recommendation.NAACL 2024.

• Self-inspires:
• At each intermediate planning 

step, the agent “self-inspires” to 
consider all previously explored 
paths for the next planning, both
generating alternative thoughts and
backtracking.
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Agent as Rec Assistant q RAH: Reflection-enhanced user alignment for Rec assistant

§ Key Points:
• Can Agents with Learn-Act-Cri=c loop comprehend a user’s personality from their behaviors? 

Yubo Shu et al. RAH! RecSys-Assistant-Human: A Human-Centered Recommendation Framework with LLM Agents. Arxiv 2023.

v Learn-Act-Critic Loop:
• Learn Agent collaborates with the Act and Critic 

Agents in an iterative process to grasp the user’s 
personality.

• Upon receiving user feedback, Learn Agent 
extracts an initial personality as a candidate. 

• Act Agent utilizes this candidate as input to predict 
the user’s actual action.

• The Critic Agent then assesses the accuracy. If
incorrect, Learn Agent refines the candidate’s 
personality.
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Multi-Agent as Recommender q MACRec: enhance RecSys through mul3-agent collabora3on

§ Key Points:
• Multi-agents with different roles work collaboratively to tackle a specific recommendation task.

Zhefan Wang et al. Multi-Agent Collaboration Framework for Recommender Systems. Arxiv 2024.
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Agent Recommender q Rec4Agentverse: Agent recommender for Agent platform

§ Key Points:
• Treating LLM-based Agents in Agent platform as items in the recommender system.
• Agent Recommender is employed to recommend personalized Agent Items for each user.

Jizhi Zhange t al. Prospect Personalized Recommendation on Large Language Model-based Agent Platform. Arxiv 2024.
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LLM-powered Agents in Recommendation

Agent RecSys

User-Behavior Alignment

Recommendation 
knowledge alignment

• LLM-empowered have potentials to solve long-standing problems in recommendation
• Can an LLM-powered Agent faithfully simulate users?

o Agent4Rec, UGen, AgentCF, RecAgent
• Can an LLM-powered Agent be a better recommender with recommendation-specific

knowledge?
o ToolRec, InteRecAgent, RecMind, RAH, MACRec, Rec4Agentverse
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Q&A

Thanks for listening!

An Zhang’s Homepage Resources

Email: an_zhang@nus.edu.sg


