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Between LLMs and Recommender

Systems (RecSys)

» Significant gap between large language models (LLMs) and recommender systems
(RecSys).

How to bridge this gap?

. lMs . JRecSys

m Language modelling User behaviour modelling
r Rich world text-based sources Sparse user-item interactions

A chunk of text (Ten thousand Iltems (Billion level)
level)

o EIETA I Ci(<C Il General model; Leveraging collaborative signals;
Open-world knowledge; Lack of cross-domain adaptability;
High complexity and long Struggle with cold-start problem;

SO LIS Limited intention understanding;



Between LLMs and Recommender

Systems (RecSys)

» Significant gap between large language models (LLMs) and recommender systems

(RecSys).
How to bridge this gap?
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Two critical components in RecSys:

* Understanding user’s behavior/preference
* Acquiring recommendation-specific knowledge
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Agent Recommendation RecSys
knowledge alighment

* LLM-powered Agents have potentials to solve long-standing problems in recommendation
e Can an LLM-powered Agent faithfully simulate users?

* Can an LLM-powered Agent be a better recommender with recommendation-specific
knowledge?



Agents as Users

O Agentd4Rec: Agent-driven user behavior simulation

User Profile: 1,000 LLM-empowered
generative agents initialized with real data in
various dataset and augmented by ChatGPT.

=  Key Points: g
Can LLM-powered Agent generate faithful user behaviors?

Item Profile: Statistical information in dataset
and generated summary.

/ - Social Attributes \

Conformity: A Follower who is heavily influenced by
historical ratings of movies and rarely offers an
independent judgment.

User Profile \I
|
|

| Activity Conformity Diversity

|
| Social Attributes
Unique Tastes | Conformity: The tendency for an individual to
\ ) align their attitudes and behaviors with the
majority position.
Diversity: The variety of different tastes
owned by user.

—=

22 [ VA - Activity: Frequency of user interactions in Diversity: A Cinematic Adventurer who is highly
/_ N\ —— » ~ Ve \ recommender system. diverse in movie choices and constantly explores new
Recommendation Page-by-Page Recommendation ( Profile Module A and unique genres.
Algorithm . . ‘ ivity: i
il Splder-Man: Into the Spider-Verse N | Satai i v e
(2018) Memory Memory Module — interest in :;.comme);datic;ns !
I . : N Agent o : .
Quality: 4.19.Popular|ty. 171! views Retrieval [ Factual Memory ] g Historical ratings
Summary: Miles Morales gains High rating history: Four Weddings and a
superpowers after being bitten by [ T T ] Funeral (1994); Jurassic Park (1993) ......
g A Yy
a spider and becomes the unique N J ff;:g; oozl e phlagcichs Story

Spider-Man.

Low rating history: Barefoot in the Park
(1967); Risky Business (1983) ...... From Russia
with Love (1963); Prizzi's Honor (1985)

4 2\

Action Module
[View & Rate & Response]

Iron Man (2008)

Quality: 3.82 Popularity: 261 views Memory T
. Billionai ; ” | Taste
Summary: B'"'O"a."e engineer Tony [ Satisfaction Generation ] Writing U/ :
Stark creates a unique weaponized \ Like: A fan of adventure and action-packed movies
suit of armor to fight evil. N with thrilling plots. Enjoy romantic comedies with a
| [ Next / Exit ] Exit touch of humor and heartwarming moments.
\ % " Feeling ests
) ] . Like: Summary of movie features which user Dislike: Not a fan of romantic movies that are overly
2 Interview are interested in. cheesy and predictable. Find slapstick comedies with

— . . . . . . . .

An Zhang et al. On Generative Agents in Recommendation. SIGIR 2024.

Dislike: Summary of movie features which
user don't want to watch or are likely to give
low ratings to.

—

exaggerated humor and physical gags unappealing.

\ y




Agents as Users

‘ Agents as Users \ d Agentd4Rec: Agent-driven user behavior simulation

=  Key Points:
e Can LLM-powered Agent generate faithful user behaviors?
* Agents as users: 1,000 LLM-empowered

A e s \ generative agents initialized from the real
| User Profile |
: Activity Conformity Diversity i dataset'
|
1S Unique Tastes . * Memory and action modules enable agents
N / .
A A 4dAETT e to recall past interests and plan future
/ AN . .
{ /F;orlnmenhdaia Page-by-Page Recommendation A 4 ( Profile Module ) \| aCtIOnS (WatCh, rate, evaluate, EXIt, and
| Algorithm Spider-Man: Into the Spider-Verse - N I . .
IR S oo || [ R | | || Interview).
i f———n e etnrrgr | I g | ([emotionatemory ) | 5 i * Recommendation environment: Agent4Rec
g T =E= Nex Spider-Man. A S - N | . . .
i | Tﬁ J I, et i conducts personalized recommendations in a
— b, "" uality: 3.82 Popularity: 261 views View & Rate & Response emor
= b s i rgner o (omamemmen) | Wi | | g o Page- -by-page manner and pre-implements
ik o & IEEELE suit of armor to fight evil. [ Next / Exit ] Exit
<T\ ¢ I L ) %?..fé'i'v'?fw various recommendation algorithms.

An Zhang et al. On Generative Agents in Recommendation. SIGIR 2024.



Agents as Users

= Key Observations:
* Agents are capable of preserving the user’s social attributes and preference.

Incorporating agents’ rating as augmented data can enhance the recommender’s performance.

)
Table 3: Page-by-page recommendation enhancement results
over various algorithms.

10
03 8
04 . MF MultVAE LightGCN
L6 . Offline Recall NDCG | Recall NDCG | Recall NDCG
=3 =73
4 \ . Origin ‘ 0.1506 0.3561 0.1609 0.3512 0.1757 0.3937
A 944 1 o _1r- * * % * * *

S
>

|Proportion
S
|Proportion

LLM-powered agents are able to generate faithful behaviors.

able to discover Causal Relations among movie quality, movie
rating, movie popularity, exposure rate, and view number.

Offer a simulation platform to test and fine-tune recommender

models.

An Zhang et al. On Generative Agents in Recommendation. SIGIR 2024.



‘ Agents as Users \

= Key Points :

&,
\

5
(1 ER

User Agent

i Role Definition: :
i Imagine you are a user browsinga :
: recommendation environment. :

Agents as Users

Can LLM-powered Agents generated behaviors benefit the

recommender?

Cooperating updated Agent4Rec framework with finetuning GPT-
3.5-turbo as a warmup, agents can accurately select their
interested items among candidate set.

T
) 4
Real Data { Bh ..... M ........... .......................
's' Initialization bl &
i * |browsed page k — 1:The

Hobbit I, The Return of the
King, The Greatest Showman
Cast.

* | watch the movie The Return

_____ oy

of 5

Social Traits:

Thought Memory:
i | feel satisfactory with current
. recommendation.

¢ Activity Score: 4
¢ Conformity Score: 3
* Diversity Score: 2

Profile Module Memory Module at Step k — 1

&

of the King and give it a rating  :

Item List on Page k:
i 1. Logan

&)

=

.....

2. lalaland Prompting
A TA TAN] &
[} Generating

e |

Page k in Recommendation Environment

Agent-Item Interactions:
¢ I would like to watch the movie
i Logan

: Agent-Environment Interactions:
| would like to continue exploring
¢ the recommendation

¢ environment

Action Module at Step k

Update Mechanism: k €k + 1

¢ Task Definition:

i Please review the list and indicate

: your interest in each movie. Use
i the following format to express

i your preference: Item: [Title],

:_ Interested in Viewing? [Yes or No]

: Candidate Items:

i Here are the items to consider:
i Iron Man |, Sixth Sense, Green
: Book

L |

{Interaction History:
¢ As a user, you have previously

. watched these movies: Rain Man,
i Toy Story 2, Iron Man 1 :

Target Response:
i« lron Man |, Yes; :
* Sixth Sense, No; :
* Green Book, No

e Agents have potentials to
replace discriminative learning
with generative learning
paradigms for user modeling in
recommendation.

* Conduct extensive experiments
on three dataset from different
domains (movie, book, game).



Agents as Users

=  Key Observations:

* Agents are capable of providing effective behaviors, especially in scenarios with sparse data.

MovieLens Amazon-Book Steam
Ta : nent with Real User Preferences. Average ground-truth positives Recall@20 NDCG@20 | Recall@20 NDCG@20 | Recall@20 NDCG@20
ar¢ 7.14 (MovieLens), 6.57 (Amazon-Book), and 5.80 (Steam).JUGen shows significant improvement with p-value << 0.05. MF 0.1529 0.3186 0.0257 0.0480 0.0694 0.0567
MovieLens Amazon-Book Steam + Random 0.1365 0.2913 0.0199 0.0225 0.0526 0.0432
Acc Pre Rec #Select | Acc Pre Rec  #Select | Acc Pre Rec #Select +GPT3.5 0.1448 0.3089 0.0253 0.0330 0.0732 0.0608
+ RecAgent 0.1400 0.2990 0.0254 0.0317 0.0696 0.0567
GPT3.5 05295 04307 07369 1163 | 04202 03855 0.9072 17.10 | 04350 03430 09164  16.59 + RAH 0.1363 0.2017 0.0257 0.0370 0.0731 0.0604
GPT4 0.6930 05743 0.6577  7.00 | 0.7947 0.6500 0.6003 516 | 0.7844 05103 07072  6.22 UG 0.1667 0.3396 0.0413 0.0573 0.0807 0.0659
RecAgent | 0.6168 04519 0.8921 13.95 | 0.5411 03714 08150 14.65 | 0.4916 03485 0.9389  15.55 +Lben : : : : : :

RAH 05758 04096 06383 944 | 07253 03355 03950 745 | 06118 03874 06262 1037 Imp.% over MF | 9.03% 6.59% 60.70% 19.38% 16.28% 16.23% |
h66
b81
/17

< ° 16
Behaviors generated by LLM-powered agents can benefit recommenders. B
354
$3% I
57
MultVAE+Ground Truth MultVAE+UGen GPT3.5 UGen-GPT3.5 UGen + Random 0.1650 0.3358 0.0257 0.0354 0.0762 0.0604
0.1021 0.1050
0.0427 0.0448 0.10 1.0t----- BT F104:85% - 453399 + GPT3.5 0.1693 0.3462 0.0408 0.0536 0.0817 0.0694
0.04 - + RecAgent 0.1650 0.3393 0.0386 0.0518 0.0802 0.0668
: 5‘3 0.8 +17.89% +RAH 0.1597 0.3340 0.0391 0.0542 0.0867 0.0719
= 0.6 +31.48% + UGen 0.1899 0.3722 0.0555 0.0752 0.1140 0.0952
0.05 8| +83.64% Imp.% over LightGCN || 2.82% 2.59% 32.14% 12.24% 28.67% 25.76% |
0.02 e <04
0.2 Table 4: Human Evaluation on Steam
(
)( 0.0 : -
0.00=3 mazon-Book Steam 000 Low Mid High | Random Pop MF MF+Full MF+Human

AverageRank‘ 4.72 3.22 261 2.50 1.94

(a) Augmented MultVAE (b) Accuracy on Amazon-Book



Agents as Users & Items

‘ Agents as Users & Items \ O AgentCF: text-based collaborative learning

=  Key Points:
* Can LLM-powered Agent simulate collaborative signals/user-item interactions?

Short-term Memory

User Agent i
“l enjoy listening to CDs.” Uq -
joy g - u
""" Long-term Memory Real user T
C JJ preferred l
- el '::'}ii:':::1:’5’7
P _Et_z
Iy
ltem Agent i ‘\ ol
ollaborative
_—_ T Short-term Memory .
| ~ “The CD is classic rock...” Inconsistent!

Junjie Zhang et al. AgentCF: Collaborative Learning with Autonomous Language Agents for Recommender Systems. WWW 2024.



Agents as Users & Items

‘ Agents as Users & Items \ O AgentCF: text-based collaborative learning

= Key Points:
* Can LLM-powered Agent simulate collaborative signals/user-item interactions?

Real World: @ Bought

@G * Key idea: Parameter-free text-based collaborative optimization.
Traditional Recommender
4 X
?‘ 4&» . s Collaborative .
= as) @ i, @ b ¥ optimization i, @
—_ B . b s _panes ” @ """ Pumization =~ hastad
Grad. based Optimization Uy ! e " hands ) s :
i, | i, @ L [ | i,
AgentCF . . M N \ .
_______________ - mmmmmm - u
.’ D' N U | Y2 R PPy — p;‘opagati\oh Uz .
: o"."' ----- 3 Y i3 .5 ____;W/ i3 @
Language M | I3 ] e St N - T R
:Feedback u aggregation
' Autonomous to Ly = tq — L2t = b, > t3
v Interaction
/

“ M l M~ @
CoIIaborative |
\ Reflection!’)

________________________________

T

’ Junjie Zhang et al. AgentCF: Collaborative Learning with Autonomous Language Agents for Recommender Systems. WWW 2024.



Agents as Users & Items

=  Key Observations:
* Agents are capable of simulating user-item interactions.

Method CDssparse CDsgense Officesparse Officegense

N@1 N@5 N@10 N@1 N@5 N@10 N@1 N@5 N@10 N@1 N@5 N@10
BPRgy1 0.1900 0.4902 0.5619 03900 0.6784 0.7089  0.1600  0.3548 0.4983  0.5600 0.7218 0.7625
SASRecgq 0.3300 0.5680  0.6381 0.5800 0.7618  0.7925  0.2500  0.4106  0.5467 0.4700 0.6226  0.6959
BPRsample 0.1300 0.3597 0.4907 0.1300 0.3485 0.4812 0.0100 0.2709 0.4118 0.1200 0.2705 0.4576

SASReCgample  0.1900  0.3948  0.5308  0.1300 03151  0.4676  0.0700  0.2775  0.4437  0.3600 0.5027 0.6137

Agents can faithfully simulate user-item interactions.

Position Bias in CDs Popularity Bias in CDs Position Bias in Office Popularity Bias in Office
0.75 -4~ AgentCF 1 0.751 -+~ AgentCF
LLMRank | > LLMRank | >
o 0.70 - S o8 o 0.70 = 2
90,65 2 0.60 ©o0.651 )
Q 0.60 £ 4 8 0.60 F=
Z .55 § = 5
' =020 0.55 =
0.50 -4+ AgentCF -~ LLMRank 0,50 -+ AgentCF - LLMRank
0 1 2 3 4 0 1 2 3 4 ’ 0 1 2 3 4 0 1 2 3 4
Ground-Truth Item Pos. Pos. in the Ranked List Ground-Truth Item Pos. Pos. in the Ranked List

Figure 2: Analysis of whether our approach can simulate personalized agents to mitigate position bias and popularity bias.
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Agent Recommendation RecSys
knowledge alighment

* LLM-empowered have potentials to solve long-standing problems in recommendation
e Can an LLM-powered Agent faithfully simulate users?
o Agent4Rec, UGen, AgentCF, RecAgent

* Can an LLM-powered Agent be a better recommender with recommendation-specific
knowledge?



Agent as Recommender

‘ Agent as Recommender \ d ToolRec: Tool-enhanced LLM-based recommender

=  Key Points:
e Can Agents Utilize External Tools to Enhance Recommendations?

(& Userproite ]| 5 sumogate user A targetitem _atibute-orented itms |
Please help the user u find movies he wants to watch next. Item pool Key Id ea:
(2) : Based on the user’s profile and his historical ) : * Use LLMs to understand current contexts and
interacted items, he might have a preference for . . .
action movies. I need to retrieve 5 movies according () (& q preferences’ and apply attribute-oriented tools to find
to the movie genre. suitable items.
Action 1: Retrieval [genre, 5]
Observation 1: [© @]

A

VTS g . .
(<): Based on the inconsistency in release_year
between the retrieved movies and the user's previous :

Two stages:
T ¢ Learning Preferences: LLM-based surrogate user learns user

. films, I need to retrieve 3 movies based on the

S - iclease yearof the movie, preferences and makes decisions

5 Action 2: Retrieval [release year, 3] .

£ (Observation 2: (9@ @] g > « Exploration of ltems: uses attribute-oriented tools to explore
=3 3 - - B @ _ . .

b (=): The actors in the retrieved movies are not as A awide range of items

famous as the actors in the user’s previous films. My
task is to rank these movies based on the actors and
output the top 4 movies. .

Action 3: Rank [actor, 4] ** Process finishes when the LLM-based surrogate user is
Observation 3: [ @ A @] : . g . . .

- 7 ’ __—> satisfied with the item list

L— answer is [ A ] %/
Action 4: Finish.

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered Recommendation via Tool Learning. SIGIR 2024.

@: The recommended list is good enough, so the




Agent as Recommender

Agent as Recommender d ToolRec: Tool-enhanced LLM-based recommender

=  Key Points:

e Can Agents Utilize External Tools to Enhance Recommendations?

records F
|\Memory strategy

\ 4 A

user profile

B
»

User decision simulation items

P
<«

items

attribute, ‘[ Attribute-oriented
quantity [ tools

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered Recommendation via Tool Learning. SIGIR 2024.

LLMs as the central controller, simulating
the user decision.

Attribute-oriented Tools: rank tools &
retrieval tools.

Memory strategy can ensure the
correctness of generated items and
cataloging candidate items.



Agent as Recommender

=  Key Observations:

* Benefiting from rank tools and retrieval tools, ToolRec excels on the ML-1M and Amazon-Book datasets
compared to baseline recommenders, demonstrating that it can better align with the users’ intent.

ML-1M Amazon-Book Yelp2018 : 0.5
125+ His Round
Recall NDCG Recall NDCG Recall NDCG 1004 mmm HitRound [ 0-4
Hit/His Ratio =]
SASRec 0.203+0.047 0.1017+0.016  0.047+0.015 0.0205+0.006  0.030=%0.005 0.0165=+0.006 £ 754 0.3 &:
2 T
=

Agents Utilizing External Tools can Enhance Recommendations.

ToolRec 0.215+0044 0.117140018  0.05320.013 0.0259+0005  0.028=+0.003 0.0159-+0.001 100+ His Round
ToolRecg ~ 0.185+00s 0.0895+0002  0.043%0013 0.02230008  0.025%0005 0.0136:£0009 50 ] P
Improvement  3.36% 15.10% 14.28% 5.14% -29.16%  —27.32% % 60- g
40 1 F0.1 S
* ToolRec shows subpar performance on the Yelp2018 dataset - local 22_ i
(niche) businesses. ol 0.0
* Most processes conclude in three or four rounds, indicating that the Round

(b) Amazon-Book.

LLM can understand user preferences after a few iterations.

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered Recommendation via Tool Learning. SIGIR 2024.



Agent as Recommender

O InteRecAgent: Interactive Recommender.

‘ Agent as Recommender \

=  Key Points:
* Agents can create a versatile and interactive recommender system.

© - Observation (b) Mem ory <history, target> Tools . .
<+ J¢ ! ! . @ Instruction  Multi-turn
: Collect Conversatior
User I — longterm ) Liked () Disliked /% Expected 9 - = [Dchathistory
(=9 Init State Ylate] ; R &=
. B — Short-term ) Liked 0C) Disliked o Expected User hat  |nteRec EbTool plan
3 Simulator Agent
: . [ ®  Candidate Bus @ ®
Dynamw Demo Your task is to chat with user and use tools to get recommendations base on his
4 preferences... {task_description}. .
Re"ﬁaln (C) Tools FetCE ‘1 U..P‘{ate ‘1 ‘1 Here are some available tools: {tool_description}. Instruction
You need to make a tool execution plan to deal with user query.
s " =t " Here are previous conversations: {chat_history}.
rj generate P(an Tooll Hub Q Query %7 Retrieval Izt Ranking User input: {query} ¢ <
’ Execuﬁon{ m i history 2 4 Fine-tune B;Jestion' Do | need to use tools?
B \ @ EbT Lol glnstruction =2 ‘ — 0 RecLlama ., Thought: Yes. Now | need to make the tool execution plan. Output
fe) : . . ool plan Tool plan Plan: {SQLRetrievalTool: Select ..., RankingTool: {schema: popularity, like: [...]}}
) Tool Execution i LiaMA
. Diverse Plans
Q@ (d) Planning Plan reasonable? °., i Sampling  Generate
s itable? ~ i
Q Ref[ectwn Quary. Pan Vo Chat history —s YRS SQLTool = => [ chat history __/
. P 1 P r Seed  sqQLTool+Ranking Tool Diverse
i Related Toolplan e Examples = P EhTOOI Elai Tool Plans
No Yes Query Table Demonstrations (by human) GPT-4

(a) Overall

Demonstrations

Dynamic Demonstrations

Recommend—> @

Reflection

(e) Training Data for RecLlama

* |InteRecAgent enables traditional recommender systems, such as those ID-based matrix factorization
models, to become interactive systems with a natural language interface.

Xu Huang et al. Recommender Al Agent: Integrating Large Language Models for Interactive Recommendations. Arxiv 2023..



Agent as Recommender

Agent as Recommender

=  Key Points:

ability

[ RecMind: Recommender agent with Self-Inspiring planning

Thought
* Can Agents with self-inspiring planning Enhance Recommendations? @ Step | Action
Observation
Rating Prediction Direct Recommendation ~ Sequential Recommendation Review Summarization Explanation Generation ‘
o . : user_X has interacted with the PV 2 B Y summa.rize >
From the item candidates listed i R - : the review from user_X to item ’ S
How will user_X rate the item below, choose the top 10 items to followm§ e ot chronolagoal "Chrome Razor and Shaving i 2 @
"Kusco-Murphy Tart Hair"? recommend to user_X and rank ;rd:; [ 9]d 2L N N Brush Stand". The review is "The Help user_X to generate a 5-star @'\ @
The rating should be an integer  them in order of priority from e e ] : stand is more solid then I expected explanation for item "FoliGrowth \
between 1 to 5, with 1 bein highest to lowest e Pepier e for the price. The shape of this Hair Growth Supplement” 3 @
lowest and 5 beinw high s : P ao that the user might interact with. Poce: pe PP : S n =] (2)
g highest. Cax}dndates. [“Rogaine Women Choose the top 10 products to stanc! allows me to hang the Sz SZ
Hair Regrowth Treatment”, ...... 1 Seieiinen Th? arla oF poHy, :ha TR > @
from highest to lowest. g: e (t)he Itit‘?'“ o e
S
(e T T TTTTTTTTTTTTTTTTTTTTTT T \I 2
: - RecMind I (b) Self-Inspiring
I | Planning | | Tools | :
| | © '
|
| . .
| Expert Model A
i (o) il ! « Self-inspires:
i |
I Self-Inspiring @ ; : :
| /, [ Memory | SQLTol  E5SOL fif | * Ateach intermediate planning
|
|
i | (13 M M b
| Personalized World Search Tool % | ste P, the a ge nt “self-ins pires to
] _ Memory Knowledge :
| ~ 4 . .
-y s ) consider all previously explored
[“Propidren by  HairGenics”, [“Old Spice Hair Styling Pomade il 2 poget i's t'as§ential b p at h S fo r t h e n eXt p l'a n n I n g’ b Ot h
5 “Nutrafol Women's Balance Hair for Men”, “Lume Whole Body Giresé quiatity for good price ﬁ::ln%h;ndism:m:;gzgt hte:hl;z . l . h h d
Growth Supplements, Ages 45 and Deodorant - Invisible Cream Stick . S g g g
U] - 72 Hour Odot Control , ......] bought in bulk because you can enerating alternative thou ts an

never have enough of it.

backtracking.

Yancheng Wang et al. "RecMind: Large Language Model Powered Agent For Recommendation.NAACL 2024.



Key Points:
e Can Agents with Learn-Act-Critic loop comprehend a user’s personality from their behaviors?

Coming-of-age, British film, ......

Analyze User Comment: In the user comment, the mention of the plot being "very
mysterious" suggests the user appreciates the suspense and intrigue in the narrative. However,

the user also points out some imprecise plots in ......

Analyze User Action: The user's action indicates liking.

(a) Perceive Agent

User Action

Perceive
on an Item

Agent

Enriched
Features

!’y’g P [tem: Harry Potter and the Sorcerer’s Stone (Movie)
Description: Harry Potter and the Sorcerer's Stone is the first film in the

MUl Harry Potter series based on the novels by J.K. Rowling. The story follows
Harry Potter, a young wizard who discovers his magical heritage as

Characteristic: Fantasy, Adventure, Family-friendly, Magic, Wizardry,

Reflection: If directly add newly learned personalities into the personality library, there will
be some duplications in User Preference; there is no duplication in User Dispreference; there
exit conflicts between User Preference and User Dispreference.

Need Optimize Preference: Yes

Need Optimize Dispreference: Yes

How to Optimize Preference : Merge similar preferences to avoid redundancy

How to Optimize Dispreference : Split the dispreference into more pieces to avoid conflicts.

Results:
{Optimized Preference} & {Optimized Dispreference}

(e) Reflect Agent

¢ Learn-Act-Critic Loop:
Learn-Agentcollaborates with the Act and Critic
Agentslifan iterative process to grasp the user’s
personality.

*5. Upon receiving user feedback, Learn Agent

Existing

(f) The process of the assistant to learn personalities from user actions.

Analyze Why Like: The movie offers an engaging storyline
featuring magic, adventure, and coming-of-age themes, which

could appeal to ......

Analyze Why Dislike: Some people might not like the movie
if they are not fans of fantasy or magic-themed narratives. The
movie's focus on a young protagonist and his friends might not

be appealing to ......

Learned Preference: | Fantasy and Adventure themes |
Mysterious and engaging plot | ......

Learned Dispreference: | Plot loophole | ......

(b) Learn Agent

Guess Like: The user may like the movie because it is a
fantasy and adventure film based on a novel, with ......

Guess Dislike: The user may dislike the movie if they are not
a fan of the specific style of British films or if they ......

User Comment (Predicted) : The fantasy and adventure
elements kept me engaged, while

User Action: { Like, Dislike or Neutral }

(c) Act Agent

Analysis: Based on the user's preferences for fantasy and
adventure themes, the user may like the movie. However,
since the user may also dislike the movie because ......

Suggestions: Learn from the user interaction again, extract
more specific preferences, and

_~ extracts:an initial personality as a candidate.

Act Agent utilizes this candidate as input to predict
the user’s actual action.

The Critic Agent then assesses the accuracy. If
incorrect, Learn Agent refines the candidate’s
persomakity.

Personality

Y

Optimized

'\/ Critic: The predicted action is correct
X Critic: The predicted action is wrong
Reasons: The possible reason is that the user’s preference

is too general and thus can not provide an strong evidence
regarding to the item. And the dispreference can be

(d) Critic Agent
Yubo Shu et al. RAH! RecSys-Assistant-Human: A Human-Centered Recommendation Framework with LLM Agents. Arxiv 2023.



Multi-Agents as Recommender

(d MACRec: enhance RecSys through multi-agent collaboration

=  Key Points:
* Multi-agents with different roles work collaboratively to tackle a specific recommendation task.

5 =
Task: Sequential Recommendation Z R
| ] T 7T ; inish:
| User .ID. 46 ’ 1 ! : According to user_46's preference, give a rank order of the following
Candidate Item ID: [849, 376, 291, 125, 151, 132, . « | candidates (with the format id: attribute):
| 16, 814] ' ' 849: Title: Days of Thunder (1990), Genres: Action|Romance
Rank the above candidates for the user. : .
/B ' 814: Title: Great Day in Harlem, A (1994), Genres: Documentary
X e e et AR L L e
fa Userlinfo [UserID: 46] 1 + Search [Phenomenon (film)] (ItemID: 125)
. fa Finish: 4 LookUp [Phenomenon (film), plot]
; The user 46 is a 27-year-old female A e ®\ /4 Finish:
- marketing professional who has interacted with = Phenomenon is a 1996 American romantic fantasy drama
. a variety of movie genres including Drama, Sci- - /Sferfi'_te_r_ — .. film directed by Jon Turteltaub, written by Gerald Di Pego, in

. . which George Malley, exhibits remarkable levels of
1 | intelligence and develops telekinesis after being hit by a ball
, . of shining bright white lights...

Fi, Adventure, Childrens, and Comedy.

’ f2 ItemInfo [ItemID: 849]

f Finish:

: The movie 'Days of Thunder' (1990) has
' been interacted with by users of various ages

Last trial answer:[151, 125, 814, 291, 376, 132, 849]
Correctness: False

| ARV . Reason:

ra enders, indicating a broad al 0 \ s . S

1 pd 9 o Qeasng RS i ' The agent did not ensure that the response contained 8 ids,
| different demographics. — . % < S

! which was the same as the number of candidates in the question.

TtemAnalyst Reflector i N s N
s 7 |
L Output: [151, 125, 814, 291, 376, 132, 849, 16] J

Zhefan Wang et al. Multi-Agent Collaboration Framework for Recommender Systems. Arxiv 2024.



.EXT Agent Recommender for Agent Platform

‘ Agent Recommender \ O Rec4Agentverse: Agent recommender for Agent platform

=  Key Points:
* Treating LLM-based Agents in Agent platform as items in the recommender system.
* Agent Recommender is employed to recommend personalized Agent Items for each user.

Agent Agent Recommender

User
Recommender

IRecommended
\l' Agent
eract

Information
Exchange

‘
Educatlon : »
Agent Interaction Music Agent
of User

@ Photo Agent

=
0O . t 1
‘5 Q Recommend
-
E A > o Info. \
= ®© —_ — |
° [ i it - E 3 O N SN D y \
c 0 ﬁ @ (O B -3 SRk e Fashion Info. Education Info. y W
-— =D | = — |5 = g% Ihfo Flow Music Info.
L) H (PR — @ v of User
L (¢) Photo Info. Info. Layer

Information

Jizhi Zhange t al. Prospect Personalized Recommendation on Large Language Model-based Agent Platform. Arxiv 2024.



Ng*T LLM-powered Agents in

y

‘%\ User-Behavior Alighment
| \.b! %

Agent Recommendation RecSys
knowledge alighment

* LLM-empowered have potentials to solve long-standing problems in recommendation
e Can an LLM-powered Agent faithfully simulate users?
o Agent4Rec, UGen, AgentCF, RecAgent

* Can an LLM-powered Agent be a better recommender with recommendation-specific
knowledge?

o ToolRec, InteRecAgent, RecMind, RAH, MACRec, Rec4Agentverse



Thanks for listening!

Email: an_zhang@nus.edu.sg
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